
Science最新：大模型是文化社会技术

大模型正重塑我们的社会文化生态，但其本质常被误解。《Science》上的一篇最新文章，揭示大模

型并非自主智能主体，而是一种革命性文化社会技术，类似于语言、印刷与市场制度。它以独特方式

汇聚并重构人类信息，成为“人类社会人工系统”的新变体。这一重新定位的理论框架引导我们超越“机器

接管”与“乌托邦助手”的狭隘辩论，转而关注更为现实且紧迫的问题：大模型将如何影响资源分配、文化

多样性、科学进步以及权力结构的重构？

研究领域：文化社会技术、大语言模型、信息重构、跨学科研究、社会变革、集体协调、权力分配

Henry Farrell等 | 作者

彭晨 | 译者

来源：https://www.science.org/doi/full/10.1126/science.adt9819

导语

Henry Farrell等 2025年04月12日 20:18 上海原创 集智俱乐部

javascript:void(0);


关于人工智能（AI）的争论大多集中在大模型是否是具备智能和自主能力的主体。一些人工智能

研究人员和评论家推测，我们正处于创造通用人工智能（AGI）主体的边缘，这一前景既令人兴

奋又引起焦虑。同时，人们也就大模型的文化和社会影响进行了广泛讨论，讨论主要聚焦于两个

方面：一是这些系统在当前使用时所产生的直接影响；二是假设未来这些系统转变为AGI主体，

甚至可能成为超智能AGI主体时，可能带来的潜在影响。然而，把大模型视为智能主体的论调从

根本上来说是误导性的。结合社会与行为科学的理念与计算机科学的方法，可以帮助我们更准确

地理解人工智能系统。大模型不应主要被视为智能主体，而应被看作是一种全新的文化和社会技

术，使人们能够从其他人长期积累的信息中获益。

拓展阅读：梅拉妮·米歇尔Science刊文：“通用人工智能”本质之辩

大模型这一新技术融合了早期多种技术的重要特性。正如图像、文字、印刷、视频、互联网搜索

等技术一样，大模型使人们能够获取其他人创造的信息。目前，大模型主要集中于语言、视觉以

及多模态领域，依赖于互联网，将早期技术的产出成为机器可读的形式（machine-readable

form）。但类似于经济市场、社会机构和其他社会技术，这些系统不仅广泛传播信息，还能以独

特 的 方 式 对 信 息 进 行 重 组 、 转 化 和 重 构 。 用 西 蒙 的 话 说 ， 大 模 型 是 “ 人 类 社 会 人 工 系 统

（artificial systems of human society）”的一种新变体，通过信息处理实现大规模人群的

协调合作 [(1), p. 33].

我们的核心观点不仅在于，这些技术创新像其他所有创新一样会带来文化和社会上的影响，相

反，我们主张大型模型本身最好被理解为一种特殊类型的文化社会技术。它们类似于过去的技

术，如文字、印刷、市场、官僚体系和代议制民主。基于这一视角，我们可以提出一个独立的问

题：这些系统将会带来什么影响？那些本身并非文化或社会性质的新技术，比如蒸汽和电力，也

能产生文化影响，但真正的新型文化技术，例如维基百科的影响可能较为有限。然而，许多过去

的文化和社会技术曾对社会产生深远而变革性的积极或消极影响，大模型很可能也将如此。

这些影响与其他重要通用技术（如蒸汽或电力）所带来的截然不同，它们也不同于我们对假设性

通用人工智能可能产生影响的预期。通过审视历史上的文化社会技术及其影响，我们能够更好地

理解人工智能模型的潜在风险与发展机遇，而非仅仅忧虑超级智能体的出现。

集智读书会上新：AI时代的学习：共探人类学习的复杂性，以跨学科的视角全方

位审视智能时代的学习，AI如何重塑人类学习？学习如何在复杂系统中涌现与进

化？技术向善还是技术缺陷？

社会和文化组织
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人类自存在以来，就一直依赖文化传承。从语言本身开始，人类具备了从其他人经验中学习的独

特能力，这种能力可以说是人类进化成功的奥秘，这种学习能力的重大技术变革也随之引发了剧

烈的社会变革。语言交流之后出现了图像，接着是文字、印刷、电影和视频。随着越来越多的信

息跨越更广阔的空间和时间得以传播，获取和组织这些信息的新方式也应运而生，从图书馆到报

纸再到互联网搜索。这些发展对人类思想和社会产生了深远影响，无论是积极还是消极。例如，

十八世纪印刷技术的进步使新思想得以迅速传播，对启蒙运动和法国大革命发挥了重要作用。而

在2000年左右，当几乎所有文字、图像和动态影像信息都转化为数字格式时，一场标志性变革随

之发生，这些信息可以被即时传输和无限复制。

自人类存在以来，我们也一直依赖社会制度来协调个体的信息收集和决策过程。这些制度本身可

以被视为一种技术(1)。在现代，市场、民主制度和官僚体系尤为重要。经济学家弗里德里希·哈

耶克（Friedrich Hayek）认为，市场的价格机制能够生成对极其复杂、难以捉摸的经济关系的

动态信息(2)。生产者和消费者无需理解生产过程中的复杂性，只需关注价格，而价格则将大量细

节压缩成一种简化而可用的表示。类似地，民主政体中的选举机制以相关方式将分散的民意汇聚

为集体性质的法律和领导决策。人类学家斯科特（Scott ）(3)指出，无论是民主国家还是其他形

式的国家，都通过构建分类和系统化信息的官僚体系来管理复杂社会。早在计算机出现之前，市

场、民主和官僚体系就依赖于生成一种有损（不完整、选择性且不可逆）的但却有用的表示的机

制。这些表示既依赖于个体的知识和决策，同时也超越了个体层面。价格、选举结果或诸如国内

生产总值（GDP）之类的指标，都是对大量个体知识、价值观、偏好和行为的总结。同时，这些

社会技术也能反过来影响个体的知识和决策。

市场、国家或官僚体系的抽象机制，正如文化媒介一样，能以至关重要的方式影响个体生活，有

时甚至产生负面效果。例如，中央银行将金融经济的复杂性归约为几个关键变量，这表面上带来

了金融稳定，但却使住房市场的不稳定性得以累积，而中央银行对此关注不足，从而引发了2008

年全球金融危机(4)。同样，市场可能无法反映诸如有害碳排放等“外部性”信息。通过诸如碳税之

类的手段将这些信息整合进价格体系中或许有帮助，但这需要国家采取行动。



人类在很大程度上依赖于这些文化和社会技术。然而，这些技术之所以能够存在，正是因为人类

具备作为智能主体所特有的独特能力。人类和其他动物能够感知并应对不断变化的外部世界，构

建该世界的新模型，随着证据的积累修正模型，进而设计新的目标。人类个体可以创造新的信念

和价值观，并通过语言或印刷的方式将这些信念和价值观传递给他人。文化和社会技术以强大的

方式传递和组织这些信念和价值观，但如果没有这些个体的能力，这些技术就无法发挥作用。没

有创新，模仿就失去了意义 (5)。

一些人工智能系统，例如机器人领域的系统，的确在试图实现类似的探索真理能力。从原理上

讲，未来的某个时刻，人工系统完全有可能具备这种能力，毕竟人脑具备这些能力。但就目前而

言，这类系统距离人类的这些能力还有很大差距。我们可以讨论现在是否应当对这些潜在的未来

人工智能系统感到担忧，或者如果它们出现时我们该如何应对，但这与回答当前及近期大模型所

产生的影响是不同的。

大模型

大模型，不同于那些更具能动性的系统，在过去几年中取得了显著且出乎意料的进展，这使得它

们成为当前人工智能讨论的焦点。这一进展引发了这样的观点：通过“规模效应（scaling）”，也

就是简单地采用现有设计，并增加它们使用的数据量和算力，便能在不久的将来实现通用人工智

能（AGI）。但大模型在根本上不同于智能主体，规模的扩大不会改变这一点。例如，“幻觉”现

象在这些系统中普遍存在，因为它们没有真伪概念（尽管已有一些相应的解决办法），它们只是

对文本和图像进行采样和生成。

大模型读书会资源：

AGI 通 用 人 工 智 能 读 书 会

（ https://pattern.swarma.org/study_group/33 ） ， 共 同 探 讨 大 语 言
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模 型 与 信 息 世 界 的 智 能 、 多 视 角 下 的 人 工 智 能 、 对 齐 技 术 与 AGI 安 全 性 、

AGI时代的未来社会等话题；

大 模 型 2.0 ： 融 合 学 习 与 推 理 的 大 模 型 新 范 式 读 书 会

（ https://pattern.swarma.org/study_group/56 ） ， 深 入 探 讨 大 模 型

推理新范式背后的核心技术和基本原理。

大 语 言 模 型 与 多 智 能 体 系 统

（ https://pattern.swarma.org/study_group/38 ） ， 关 注 大 模 型 与 智

能体的话题，涵盖包括大语言模型赋能下智能体之间的辩论、协作、模拟人

类，以及实际场景中的多Agent协作等内容。

大模型并非智能主体，而是以一种全新的方式融合了文化与社会技术的特性，对人类生产的大量

复杂信息进行总结概括。但这些系统不仅像图书馆目录、互联网搜索或维基百科那样对信息进行

总结，它们还能像市场、国家以及官僚机构那样，在规模上以全新方式重新组织和重构这些信息

的表示或“模拟”(1)。正如市场价格是对资源配置和底层信息的有损表示，政府统计数据和官僚分

类也并不能完全反映底层人群的特征，大模型同样是其训练数据语料库的“有损JPEG”(6)。
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由于人类难以对大规模文化和社会技术有清晰的思考和认识，我们倾向于将它们视作具有主体性

的存在。故事是一种极具力量的信息传递方式，从篝火旁的传说到小说再到视频游戏，它们都是

通过创造富有表现力的虚构主体来实现这一目的，尽管听众清楚地知道这些主体并非真实存在。

聊天机器人是赫拉克勒斯、阿南西和彼得兔的继承者。同样，人们很容易将市场和国家视为具有

能动性的主体，甚至机构或公司也能拥有某种法律人格。

然而，在那些类似主体的交互界面和拟人化的外表背后，大语言模型（LLM）和大型多模态模型

实际上是统计模型，它们处理大量由人类生产的文本语料，将其分解成特定的词语，并估计长词

序列的概率分布。这种方式虽然对语言的表征并不完美，但却包含了关于其所总结的模式中大量

丰富的信息。大语言模型能够预测序列中下一个出现的词，从而生成类似于人类生成的文本。大

型多模态模型则以类似方式处理音频、图像和视频数据。大模型不仅抽象出了大量人类文化，还

可以基于它开发各种新操作，例如，可以通过提示使大语言模型对其训练数据进行复杂转换：简

单的论点可以进行华丽的隐喻表达，而华丽的辞藻也可以被凝练成朴实的语言。类似的技术还使

得其他模型能够根据提示生成新的图片、歌曲和视频。一整套曾经海量、过于复杂、且混乱的文

化信息，如今已变得易于大规模操作。

实际上，这些最前沿的AI系统不仅依赖于由人类生成和策划的大量文本和图像缓存，还依赖于其

他形式的人类判断和知识。特别地，这些系统依靠来自人类反馈的强化学习（RLHF）或其变体：

成千上万的工作人员对模型输出进行评分。它们还依赖于提示词工程，人类必须运用背景知识和

创造力从模型中提取有用的信息。即使是最新的“思维链（chain of thought）”模型，通常也是

从与人类用户的对话开始。

大模型从文本中提取一般统计模式所依靠的那些相对简单而强大的算法，并不是它们成功的关

键。相反，现代人工智能的基础是图书馆、互联网、成千上万的程序员，以及日益壮大的国际活

跃用户群。请求机器人帮助撰写求职信，实际上是与成千上万的前求职者和求职信撰写者，以及

RLHF工作人员进行一种技术中介关系（technically mediated relationship）。



挑战与机遇

人工智能的话题讨论应该聚焦于这些新文化、社会技术所带来的挑战与机遇。我们现在拥有一种

技术，对书面与图像文化的作用相当于大规模市场对经济、庞大官僚机构对社会的作用，甚至可

与印刷曾经对语言产生的影响相提并论。那么，接下来会发生什么？正如过去的经济、组织和信

息领域的“通用技术”一样，这些系统将对生产力产生影响 (7)，既能补充人类劳动，也能自动化以

前只有人类才能完成的任务；同时还会影响资源分配，决定“谁获得什么” (8)。

然而，它们还会带来更广泛且深远的文化影响。我们尚不清楚这些影响是否会像印刷、市场或官

僚机构等早期技术一样大，但将它们视为文化技术，反而会增强其潜在的影响力。无论是作为变

革的原因还是结果，这些早期技术在18、19世纪广泛的社会转型中发挥了核心作用。所有这些技

术，和大模型一样，都支持对信息的抽象处理，从而使得新型大规模操作得以实施。它们引发了

关于错误信息和偏见传播、文化同质化或分裂以及权力和资源分配变动的合理担忧。新传播媒体

的出现，包括印刷和电视，也伴随着对其可能传播错误信息和强化有害文化力量的合理担忧。同

样，官僚机构和市场所采用的分类方案往往带有压迫性的前提假设。

与此同时，这些技术为重新组合信息和在全球范围内协调数百万人的行动创造了全新可能。对于

大语言模型在社会、经济和政治影响方面的讨论，延续了对新型文化与社会技术由来已久的担忧

与希望。要对这些讨论进行定位，既需要认识到新旧论点之间的共性，也需要勾勒出这些新兴且

不断进化的技术的具体特征。

这种将大模型映射到文化社会之中正是社会科学的核心任务之一，而社会科学正是在工业革命及

其影响引发的社会、经济和政治动荡中孕育而生的。社会科学家对过去这些技术影响的研究，可

以帮助我们思考人工智能在社会层面上那些不那么明显的积极消极影响，同时探索如何设计新的

人工智能系统，放大其积极效应减少消极影响。正如19世纪和20世纪媒体、市场以及官僚技术的

扩展所产生的效应，造就了经济上的输家与赢家，取代了从文员、打字员到“人工计算机”等整个

类别的工作者，今天的大模型也引发了人们对相关技术可能取代“知识工作者”的担忧。

除此之外，还有一些不那么明显的问题：大模型究竟会使文化和社会趋同，还是会使它们分化？

在历史背景下思考这一问题尤其富有启发性。当前的担忧与19至20世纪有关市场和官僚机构的争

论十分相似。韦伯曾担忧(9)经济和官僚“理性化”带来的麻木与同质化后果，而密尔(10)则认为市

场交换可以使参与者接触到多样的生活方式，从而缓和冲突（“温和商业”）。

大模型表现得非常出色，它们能够如实重现文本、图像和视频序列的实际概率分布。本质上，它

们在训练数据中最一般的情形下倾向于表现得最为准确，而在训练数据中罕见或全新情境下则可

能准确性较差。这种特性可能使大模型加剧韦伯所担忧的那种同质化现象。



另一方面，结合它们所总结的多样化文化视角，大模型可能会帮助我们设计出新方法。将这些视

角进行整合与平衡，或许能为解决复杂问题提供更为精细有效的手段(11)。例如，我们可以构建

类似“社会”的生态系统，其中不同视角（编码在不同的大模型中）彼此辩论，甚至交叉融合以产

生混合视角(12)，或者识别出人类专业知识领域中的空白(13)，进而寻求有效的弥补。大模型在

抽象化文本和图像中那些微妙的数据模式方面表现出惊人的能力，这表明这类技术能够发现穿插

于人类知识和文化各领域的模式，甚至包括那些对单个个体来说无法觉察的模式。我们可能需要

构建出新的系统，使大模型所反映的内容和所呈现的人格多样化，从而再现出类似于人类社会的

分布和多样性。

这种系统多样化对科学进步或许尤为重要。形式科学本身就依赖于17世纪和18世纪新型文化技术

的涌现——从咖啡馆和快速邮递到期刊和同行评审。人工智能技术有可能进一步加速科学进展，

但这将取决于我们如何富有创造性地使用和重新思考这些技术。通过将众多文本、音频和图像中

的不同视角相互联结，大模型可能使我们发现前所未有的联系，从而给科学和社会带来益处。迄

今为止，这些技术大多被训练为重复常规信息的小助手；而如果我们将它们视作探索未知领域的

地图，或许可以打开新世界的大门。

新的文化和社会技术还以一些不那么明显，但更有趣的方式影响着经济关系。文化技术的发展引

发了信息生产者与信息分发系统之间根本性的经济张力（economic tension）。两者相辅相

成：作家需要出版商，出版商也需要作家；但他们的经济受益却朝着相反的方向：信息分发者若

能以低廉成本获取生产者的信息则能获利，而生产者若能以低成本将信息分发出去也能获利。这

种张力一直是新文化技术的一个特征，数字信息分发的便捷与高效已使这一问题尤为尖锐，从地

方报纸到学术期刊都可见一斑。然而，大模型以极快的速度、高效的处理能力和广泛的覆盖范围

一次性处理所有可用信息，再加上这些模型的集中所有制，使得这一问题显得格外严重。权力的

集中可能使系统所有者更容易在牺牲他人利益的情况下独享效率带来的好处。

同时，还存在一些关键的技术问题：大模型系统性的不完善在多大程度上可以被弥补？它们何时

比基于人类知识工作者的系统的不完善更优越或劣势？这些技术问题不应掩盖更为关键的政治问

题：哪些参与者有能力围绕自身利益动员组织？他们又将如何影响技术与组织能力的结合？技术

领域的评论家常常将这些问题简化为机器与人类之间的单一对抗——要么进步力量战胜倒退的卢

德派倾向（retrograde Luddite tendencies），要么人类成功抵制人工技术的非人道侵蚀。这

种看法不仅未能充分理解计算机出现之前就已存在的复杂分配性斗争，而且也忽略了未来进步可

能采取的多种不同路径，每种路径都有其独特的技术可能性与选择(8)。

在早期的社会和文化技术中，规范性和监管性制度在内的各种制度，相继出现以调节它们的影

响。从印刷媒体的编辑、同行评审和诽谤法，到市场、民主和官僚体系中的选举法、存款保险及

证券交易委员会，这些制度的效果各异，且需要不断修订。然而，这些制衡力量并非自发出现，

而是技术内外部各方经过共同且持续的努力而形成的。



未来展望

关于通用人工智能（AGI）的叙事——将大模型视作超智能主体的说法，不仅在科技界内外受到

推广，无论是乐观的“热衷者”还是忧虑的“末日论者”都在宣传这一观点。这种叙事误解了这些模

型的本质及其与过去技术变革之间的关系。但更为重要的是，它有意转移了人们对这些技术真正

带来的问题与机遇的关注，忽略了历史教给我们的如何确保收益大于成本的经验。

当然，正如前文所提，未来可能会出现更类似于智能主体的假设性人工智能系统（hypothetical

systems），我们或许会讨论如何应对这些假设系统，但大语言模型并不是这样的系统，就像图

书馆借书目录或互联网一样。正如目录和互联网，大模型只是悠久文化和社会技术历史的一部

分。

社会科学已经详细探讨了这段历史，形成了对过去技术剧变的理解。将计算机科学与工程学与社

会科学紧密结合，将有助于我们理解这段历史并运用这些教训。大模型究竟会导致文化趋同还是

分裂？它们会强化还是破坏人类探索真知的社会制度？在重塑政治经济结构的过程中，究竟谁将



得利，谁会损失？这些以及其他十分紧迫的问题，在讲大模型简单类比为人类主体的讨论中，都

难以得到关注。

改变讨论的范式将带来更好的研究成果。如果双方都认识到大模型仅仅是新型的文化与社会技

术，既不过分也不疏忽，那么社会科学家和计算机科学家之间的合作及结合各自优势将变得容易

得多。计算机科学家可以将他们对这些系统运作机制的深刻理解，与社会科学家对其他大规模系

统如何在过去重塑社会、政治和经济的认知相结合，既能完善现有的研究议程，也能发现新的研

究方向。这将有助于纠正过去存在的混乱局面：一方面，计算机科学家往往过于简化复杂社会现

象(14)；另一方面，社会科学家又未能理解这些新技术复杂的运作机制。

这也将使人工智能政策讨论明确摆脱简单地将焦点放在“机器接管”的恐惧，与近未来人人拥有完

美、可靠且高效的人工助手这一乌托邦式愿景之间的对抗上，大模型实际政策的影响无疑会有所

不同。就像市场和官僚机构一样，它们会使某些类型的知识比过去更加易得和易于处理，从而促

使政策制定者关注那些可以衡量和观察到的新事物，而忽视那些不那么明显、较为混乱的部分。

结果便是，如市场与媒体的历史案例所示，权力和影响力将向那些能够充分运用这些技术的人倾

斜，而那些无法运用者则会日益边缘化。人工智能削弱了被其使用者以及数据提供者的地位，同

时强化了人工智能专家和政策制定者的地位(14)。

最后，这样的思考方式可能会重塑人工智能的实践。工程师和计算机科学家已经意识到大模型偏

见的问题，并在思考它们与伦理和正义之间的关系，但应当更进一步。这些系统将如何影响“谁获

得什么”？它们对社会分化和融合将产生怎样的实际影响？大模型是否能够开发用来增强人类创造

力，而非让我们变得迟钝？要找到这些问题的正确答案，不仅需要工程学的理解，还需要社会科

学的洞察。将人工智能辩论的焦点从主体转向文化和社会技术，是构建这种跨学科理解的重要第

一步(15)。
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「 A I 时 代 的 学 习 ： 共 探 学 习 的 复 杂 性 」 主 题 读 书 会

在技术浪潮的冲击下，智能时代对人才培养的需求正发生根本性转变——学习已不再局限于简单

的知识传递与记忆，当机器能够替代程式化技能，人类的创造力、批判性思维与跨界协作能力将

成为核心竞争力；当知识更新周期以月甚至天为单位迭代，教育的使命不再是填鸭式灌输，而是

培养终身学习者的自适应能力。

在此背景下，集智俱乐部联合江南大学教授王志军，北京师范大学教授崔光佐，翼鸥教育创始人

宋军波，TalkingBrain 联合创始人林思恩，清华大学讲师方可，北京师范大学博士后郭玉娟，

共同发起「AI时代的学习：共探学习的复杂性」主题读书会。希望通过汇聚教育学、系统科学、

脑科学、计算机科学、社会学等多领域交叉视角，突破单一学科的局限，对人类社会未来学习发

展形成更加全面深入的认识。
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